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Introduction 1. Research Engineer at Facebook Al Research

2. Focusing on lifelong learning and
reinforcement learning

3. Using and talking about PyTorch for about 3
years now
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Questions are welcome at all times ;)
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Agenda 1. PyTorch in Action

2. PyTorch Ecosystem

Colab Notebook

Note: This slide is based on PyTorch 1.9.1
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https://colab.research.google.com/drive/1RrBmordZnCIFH22-WEGMC-FwcCjL-rB5

PyTorch Tutorials

WELCOME TO PYTORCH TUTORIALS

Learn the Basics PyTorch Recipes

Familiarize yourself with PyTorch concepts and modules. Bite-size, ready-to-deploy PyTorch code examples.

Learn how to load data, build deep neural networks, train

and save your models in this quickstart guide. Explore Recipes >

Get started with PyTorch >
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PyTorch Tutorials
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PyTorch Ecosystem

e 100+ featured projects, tools, and libraries

e Developed by researchers in academia and industry, application
developers, and ML engineers.

e https://pytorch.org/ecosystem/
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Machine Learning

skorch

skorch is a high-level library for PyTorch that provides full scikit-learn
compatibility.
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Machine Learning

PyTorch Lightning

PyTorch Lightning is a Keras-like ML library for PyTorch. It leaves core
training and validation logic to you and automates the rest.
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Machine Learning

Poutyne

Poutyne is a Keras-like framework for PyTorch and handles much of the
boilerplating code needed to train neural networks.



Vision

TORCHVISION

The torchvision package consists of popular datasets, model architectures, and common image transformations for computer
vision.
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Vision

Albumentations

Fast and extensible image augmentation library for different CV tasks
like classification, segmentation, object detection and pose estimation.
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Vision

Kornia

Kornia is a differentiable computer vision library that consists of a set of
routines and differentiable modules to solve generic CV problems.
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NLP

AllenNLP

AllenNLP is an open-source research library built on PyTorch for
designing and evaluating deep learning models for NLP.
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Graph

DGL

Deep Graph Library (DGL) is a Python package built for easy
implementation of graph neural network model family, on top of
PyTorch and other frameworks.
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Graph

PyTorch Geometric

PyTorch Geometric is a library for deep learning on irregular input data
such as graphs, point clouds, and manifolds.
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Model Interpretability

Captum

Captum (“comprehension” in Latin) is an open source, extensible library
for model interpretability built on PyTorch.
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Privacy Preserving ML

CrypTen

CrypTen is a framework for Privacy Preserving ML. Its goal is to make
secure computing techniques accessible to ML practitioners.
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PyTorch Hub

model = torch.hub.load('pytorch/vision', 'resnetl8',

pretrained=True)

oooooooooo
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& pytorch / pytorch

<> Code

() Issues 4,469

¥ Branch: master ~

:D!E xcheng16 authored and facebook-github-bot committed 0b375...

1% Pull requests 1,550

.circleci
.ctags.d
.github
.jenkins
android
aten
benchmarks
binaries
c10
caffe2
cmake
docker
docs
ios
modules

scripts

crthmadiilac

Community

("] Projects 8 17 Wiki @ Security [~ Insights

Cototle At~

@ 27,599 commits  §° 3,805 branches > 39 tags

Revert D22068657: [pytorch][PR] Remove global CMAKE_INSTALL_R...
Add a .ctags.d/ toplevel directory (#18827)

Stop running target bot on ci-all (#40186)

Revert D22076711: [Reland #3] Include AT_PARALLEL_OPENMP/AT_P...
[android][test_app] cleanup (#40136)

Revert D22076711: [Reland #3] Include AT_PARALLEL_OPENMP/AT_P...
observer bench: add CUDA (#39360)

Add optimization blacklist as second arg to optimizeForMobile metho...
[pytorch] fix CUDA_KERNEL_ASSERT macro for android build (#40151)

Revert D22076711: [Reland #3] Include AT_PARALLEL_OPENMP/AT_P...

Revert D22068657: [pytorch][PR] Remove global CMAKE_INSTALL_R...

Add sccache support for hce and hip-clang in ROCm (#38451)
Adding torch.futures to API docs (#40051)

[iOS] Disable NNPACK on iOS builds (#39868)

Remove Caffe2_MAIN_LIBS" (#38408)

[i0S] Disable NNPACK on iOS builds (#39868)

'Da-cune with intarnal ranncitar! (#19R8E2)

6 hours ago
16 months ago
4 hours ago

2 hours ago

8 hours ago

2 hours ago

12 days ago
34 minutes ago
2 hours ago

2 hours ago

6 hours ago
last month

1 hour ago

17 hours ago
last month

17 hours ago

2 vaare ann

@®Watch~ 1.5k #r Unstar  39.5k % Fork

About

Tensors and Dynamic neural networks
in Python with strong GPU
acceleration

& pytorch.org

neural-network autograd gpu
numpy  deep-learning  tensor
python  machine-learning

0 Readme

&5 View license

Latest release

> Stable C++ Frontend, Distributed RPC
framework, and more. New
experimental higher-level autograd
API, Channels Last memory format,
and more.
on Apr 21

+ 38 releases

Used by 5,000+

2 e .a@ +32,381

10.2k
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Community

O PyTorch
all categories » New (98) Unread (81) Top Categories

Topic

Does number of gradient accumulation steps affect model’s performance?

B autograd

How to solve this error? @ m o
A simple extension of nn.Sequential

W vision a &
‘aten::slow_conv_transpose2d’ not support in ‘QuantizedCPUTensorlD’ ﬂ 0 (=]

W quantization
Learning - Why does .unsqueeze(-1) magically work? o

Dose static quantization support CUDA? «
B quantization

21 Segmentation fault (core dumped). when | was using CUDA o “’ @

[libtorch] build failed with opencv-4.2.0 using cmake «

Alittle code problem e G
Is there a way to insert data augmentation into the training data based on the validation 'ﬁ
data? o -

Memory difference depending on whether the tensor was creating on gpu or pushed to gpu? o @
Strange

Replies

+ New Topic
Views Activity

3 9m
258

1 19m
25 27m
22 28m
14 28m
48 1h

5 1h

7 1h

5 1h
21 2h
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1. PyTorch in Action

2. PyTorch Ecosystem

Questions are welcome at all times ;)
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Thank you

@shagunsodhani
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